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 Blasting is considered as one of the most effective methods for rock 
fragmentation in open - pit mines. However, its side effects are significant, 
especially blast - induced ground vibration. Therefore, this study aims to 
develop and apply artificial intelligence in predicting blast - induced 
ground vibration in open - pit mines. Indeed, the k - nearest neighbors 
(KNN) algorithm was taken into account and developed for predicting 
blast - induced ground vibration at the Deo Nai open - pit coal mine 
(Vietnam) as a case study. An empirical model (i.e., USBM) was also 
developed to compare with the developed KNN model aiming to highlight 
the advantage of the KNN model. Accordingly, 194 blasting events were 
collected and analyzed for this aim. This database was then divided into 
two parts, 80% for training and 20% for testing. The MinMax scale and 
10 - fold cross - validation techniques were applied to improve the 
accuracy, as well as avoid overfitting of the KNN model. Root - mean - 
squared error (RMSE) and determination coefficient (R2) were used as the 
performance metrics for models’ evaluation and comparison purposes. 
The results indicated that the KNN model yielded better superior 
performance than those of the USBM empirical model with an RMSE of 
1.157 and R2 of 0.967. In contrast, the USBM model only provided a weak 
performance with an RMSE of 4.205 and R2 of 0.416. With the obtained 
results, the KNN can be introduced as a potential artificial intelligence 
model for predicting and controlling blast - induced ground vibration in 
practical engineering, especially at the Deo Nai open - pit coal mine. 
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1. Introduction

Blasting is one of the most common methods
for rock fragmentation in open - pit mines since its 
advantages in terms of economic and technical 
(Nguyen, 2019). However, according to scientists, 
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it is not the entire of the explosive energy that is 
useful for rock fragmentation. Only 25÷30% of the 
total explosive energy was used for this aim, and 
the remaining energy is wasted (Hasanipanah et 
al., 2017). It generated undesirable effects, such as 
ground vibration, air over - pressure, fly - rock, 
back - break, and air pollution (Monjezi et al., 
2010; Khandelwal, 2011; Armaghani et al., 2018; 
Fang et al., 2019a; Nguyen and Bui, 2019; Nguyen 
et al., 2020). Of those, blast - induced ground 
vibration is considered as the most hazardous 
phenomenon. It can make the vibration of 
buildings, bench/slope instability, and make 
discomposure for the residential (Bui et al., 2019; 
2020). Therefore, accurate prediction of blast - 
induced ground vibration is one of the efforts of 
researchers and engineers aiming to reduce the 
side effects on the surrounding environment. 

In order to evaluate the intensity of blast - 
induced ground vibration, peak particle velocity 
(PPV) is often used as a critical parameter in 
blasting operations. It can be estimated by 
empirical equations or artificial intelligence 
models (Armaghani et al., 2015; Ding et al., 2019; 
Fang et al., 2019a; Fang et al., 2019b; Nguyen et al., 
2019a). Indeed, in recent years, AI techniques 
have been widely applied in predicting PPV. Many 
researchers proposed and applied different AI 
techniques for this aim. Monjezi et al., (2013) 
developed an artificial neural network (ANN) to 
predict PPV with a promising result. In another 
study, Armaghani et al., (2014) developed a 
hybrid model based on ANN and an optimization 
algorithm (i.e., particle swarm optimization - PSO) 
for predicting PPV, called PSO - ANN model. Their 
results are positive, and the PSO - ANN model was 
proposed as a potential model in blasting 
operations. In another study, they applied the 
imperialist competitive algorithm (ICA) for 
predicting PPV, and the positive results were 
reported as well (Armaghani et al., 2018). In 
another study, Ding et al., (2019) proposed a 
novel hybrid model, namely ICA - XGBoost, for 
predicting PPV. They claimed that this model 
could predict PPV with high accuracy. Hajihassani 
et al., (2015) also proposed a potential model for 
predicting PPV in open - pit mines, namely ICA - 
ANN. Finally, they introduced that this model can 
predict PPV with high reliability, and it can be 
used instead of empirical models. In addition, 

many other studies were developed or proposed 
AI techniques for predicting PPV with high 
performance (Nguyen et al., 2019b; Shang et al., 
2019; Yang et al., 2019; Zhang et al., 2019). 

A review of the literature shows that AI 
techniques have been successfully applied in 
predicting PPV in open - pit mines. Nonetheless, 
they have not been applied anywhere. In this 
study, the k - nearest neighbors (KNN) algorithm 
was investigated and applied to predict PPV at the 
Deo Nai open - pit coal mines (Vietnam). An 
empirical model was also taken into account and 
compared with the KNN model to have a 
comprehensive assessment of PPV prediction. 

2. Background of k - nearest neighbors 
algorithm 

A k - nearest neighbor interpolation is a 
statistical tool that is used to estimate the value of 
an unknown or missing point based on its nearest 
neighbors (Peterson, 2009). The nearest 
neighbors are usually determined as the points 
with the shortest distance to the unknown point 
from its contiguity (Gou et al., 2019). There are 
several techniques used to measure the distance 
between the neighbors; the simplest one is the 
Euclidian distance function given in (1). 
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Where x =(x1, x2, …, xn) and y=(y1, y2, …, yn), and 
n is the vector size. The k neighbor points that 
have the shortest distance to the unknown point 
is used to estimate its value using (2). 
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Where wi is the weight of every single 
neighbor point yi to the query point y (Härdle and 
Linton, 1994). 

The KNN interpolation defined in (2) is the 
weighted average of the neighborhood. The 
simplest KNN model is the mean of the contiguity, 
which is obtained in the case of the uniform 
weights where all the neighbor points have the 

same effect on the estimation (𝑤𝑖 =
1

𝑛
). On the 

contrary, when the neighbor points are assumed 
to have a different effect on the estimation of the 
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query point, different weights can be applied. The 
simplest weight function is given in (3). 
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Where di is the distance between the 
unknown point and its neighbor. The weight 
function must gain its maximum value at zero 
distance from the interpolated point, and as the 
distance increases the function should decrease 
respectively (Atkeson et al., 1997). A list of 
different weights can be found in (Syaliman et al., 
2018; Sun et al., 2019). 

The KNN estimation presented in (2) 
depends only on the neighbor points. Hence, it 
ignores the trend of the whole data set in the 
estimation process. In addition, it can be affected 
by extreme values resulting in an overestimated 
model. 

3. Case study 

This study was undertaken in the Deo Nai 
open - pit coal mine, which located in the Quang 
Ninh province (Vietnam), as shown in Figure 1. In 
this mine, blasting was selected as the main 
method for rock fragmentation before loading 
and transporting. ANFO and emulsion explosives 
were used in this mine, and ANFO is the primary 
explosive used herein. The boreholes with the 
diameters in the range of 105 mm to 250 mm 
were applied in this mine for blasting, and the 
millisecond - delay blasting method was applied. 

For the data collection, this study collected 
eight parameters, including maximum explosive 
charge per delay (Q), the hole depth (L), burden 
(W), spacing (B), stemming (LB), powder factor 
(q), monitoring distance (D), and PPV. Of those, 
the first seven parameters were used as the input 
parameters, and the last one (i.e., PPV) was used 
as the output parameter. Herein, the PPV was 

Figure 1. Location and a view of the Deo Nai open - pit coal mine (Vietnam). 
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measured by the blastmate III or micromate 
(Instantel - Canada), D was calculated based on 
the locations of blast sites and measurement 
points that were pointed by a GPS receiver. The 
remaining parameters were extracted from blast 
patterns. Finally, 194 blasting events were 
recorded, and the dataset was summarized in 
Figure 2. 

4. Development of the models 

In this section, the details of the models’ 
development are presented. As mentioned in the 
introduction section, this study aims at applying 
the KNN algorithm for predicting PPV at the Deo 
Nai open - pit coal mine. Also, an empirical model 
was developed to compare with the KNN model. 

Before developing the models, the dataset 
was divided into two sections: 80% of the whole 
dataset was used for training the models, and the 
remaining 20% of the dataset was used for testing

 the developed models. It is worth noting that this 
task was performed randomly. 

For the development of the KNN model, the 
number of “k nearest neighbors” (k) and their 
distance (d) were used as the main parameter to 
control the accuracy of the KNN model. Also, 
different kernel functions were applied during 
training the KNN model aiming to map the dataset 
to higher feature space, such as inv, rectangular, 
triangular, triweight, biweight, cos, epanechnikov, 
and gaussian. In order to avoid overfitting of the 
KNN model, 10 - fold cross - validation technique, 
and the MinMax scale [0,1] were applied. A trial 
and error procedure with the maximum 
neighbors in the range of 1 to 52, their distance in 
the range of 0 to 3, was applied to find out the best 
KNN model. Finally, one hundred KNN models 
were developed, as shown in Figure 3. The best 
KNN model was then defined with k = 35, d = 
0.215, and the inv kernel function (Figure 3).

Figure 2. Summary of the dataset used in this study. 
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For the empirical model, the U.S Bureau of 
Mines (USBM) empirical equation (Duvall and 
Petkof, 1958) was applied for estimating PPV, as 
follows: 

Q
PPV

D







 
  

   

(4) 

where Q stands for the maximum explosive 
charge per delay (in kg); D stands for the 
monitoring distance (m); 𝜆 and 𝛼 were the site 
parameters and were considered using the 
multivariate regression analysis. Finally, the 
USBM empirical equation was defined as follows: 

0.524
Q

PPV 1.493
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(5) 

5. Assessment of the models 

Once the KNN and empirical models were 
well - developed based on the training dataset, the 
testing dataset was used to validate the 
performance of the models. To evaluate the 
performance as well as the accuracy of the 
models, root - mean - squared error (RMSE), 
determination coefficient (R2) and mean absolute 
error (MAE) were used as the performance 
metrics, and they are calculated as follow: 

2

1

1
ˆRMSE ( )

n

PPVi PPVi

i

y y
n 

 
 

(6) 

Figure 3. Performance of the KNN models with different parameters and kernel functions. 
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Where n stands for a total number of 
observations; 𝛾𝑃𝑃𝑉𝑖  is the measured PPV, 𝛾𝑃𝑃𝑉𝑖  is 

predicted PPV, and 𝛾𝑃𝑃𝑉𝑖  is the mean of 𝛾𝑃𝑃𝑉𝑖 . The 

results of the KNN and USBM empirical models 
are shown in Table 1. 

From the results in Table 1, it can be seen that 
the KNN model provided much better 
performance than those of the USBM model with 
an RMSE of 0.759 and R2 of 0.974 on the training 
dataset, and RMSE of 1.157 and R2 of 0.967 on the 
testing dataset. In contrast, the USBM empirical 
model yielded a bad performance with an RMSE 
of 3.619; R2 of 0.461; and MAE of 2.794 on the 
training dataset and RMSE of 4.205; R2 of 0.416, 
and MAE of 3.361 on the testing dataset. For 
further assessment of the models, the chart of the 
correlation between measured and predicted 

PPVs by the KNN and USBM empirical models was 
used, as shown in Figure 4. 

Based on the observations in Figure 4, it is 
clear that the correlation between measured and 
predicted PPVs by the KNN model is much better 
than those of the USBM model. On the other hand, 
most of the predicted PPVs are inside of the 80% 
confidence level of the KNN model. Whereas, most 
of the predicted PPVs of the USBM are outside of 
the 80% confidence level. This finding indicated 
that the USBM empirical model is not suitable for 
predicting PPV in this case study. In contrast, the 
KNN model is a robust AI model for predicting 
PPV at the Deo Nai open - pit coal mine with a 
promising result (i.e., RMSE = 1.157, R2 = 0.967, 
and MAE = 0.602). 

6. Conclusion 

Blasting is an effective method for 
fragmenting rock; however, its side effects are 
significant for the surrounding environment, 
especially blast - induced ground vibration. This 
study investigated and developed a KNN model 
for predicting blast - induced ground vibration in 
open - pit mines, and it was applied to the Deo Nai 
open - pit coal mine (Vietnam) as a case study.  

 
 

Model 
Training dataset Testing dataset 

RMSE R2 MAE RMSE R2 MAE 
KNN 0.759 0.974 0.467 1.157 0.967 0.602 

USBM 3.619 0.461 2.794 4.205 0.416 3.361 
 

Table 1. Results of the KNN and USBM models based on both training and testing datasets. 

Figure 4. Correlation between measured and predicted PPVs by the KNN and USBM models. 
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The results revealed that the KNN model 
could predict PPV with high reliability, and it can 
be used in practical engineering to predict and 
control blast - induced ground vibration. The 
USBM empirical model or other empirical 
equations should be further studied in the future 
to improve the accuracy in predicting PPV in open 
- pit mines. 
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